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A B S T R A C T

This manuscript introduces a new approach to active vibration control (AVC), which involves the application of
enhanced online secondary path modelling through a modified filtered-x least mean squares (FxLMS) algorithm.
A special feature of this proposed control method is the use of an original adaptive variable step size (VSS) LMS
algorithm to adjust the secondary path modelling filter. The adaptive step size is dynamically adjusted based on
the modelling filter error signal, which is continuously monitored using a single exponential smoothing tech-
nique. The incorporation of the fractional derivative with the steepest descent method enhances the convergence
speed of secondary path identification. Based on numerical simulations employing multilinear spectral and
random vibration signals, the proposed method demonstrates advantages in convergence speed, system stability
and model accuracy compared to typical existing algorithms. Specifically, the system modelling convergence rate
is improved by 60 %, and the residual error convergence rate is improved by 72 %. In practical terms, the
adaptive algorithm was implemented in shape memory polymer composites (SMPCs) to accommodate config-
uration variations. Employing multiharmonic AVC with macro fiber composite (MFC) actuators, the dynamic
behavior and vibration control efficiency of SMPCs with varying carbon fiber volume fractions were subjected to
comprehensive experiments and analyses. Results from the study showcase the efficacy of the proposed adaptive
control strategy in significantly damping vibrations in both the original and bent shapes of SMPCs, suggesting the
versatility and robustness of the control approach across different configurations. Meanwhile, this study provides
support for vibration control of SMPCs in dynamic applications.

1. Introduction

Shape memory polymer composites (SMPCs), synthesized by incor-
porating carbon fibers with exceptional properties such as high strength,
corrosion resistance and high-temperature endurance into shape mem-
ory polymers, have emerged as a revolutionary material solution in
modern aerospace and other domains [1,2]. These composites not only
demonstrate remarkable characteristics such as low density, significant
deformability, programmable design, recoverability and easy molding
but also enhance the mechanical strength through effective load transfer
facilitated by the robust interfacial interactions between the carbon fi-
bers and the matrix. In the aerospace sector, SMPCs have been exten-
sively developed and researched for deployable structures such as
hinges, trusses, antennas and morphing skins [3–5]. The deployability of
these structures is crucial for deep-space exploration missions, as it

significantly reduces the launch volume and weight of spacecraft,
thereby lowering costs. This functionality of SMPCs predominantly de-
rives from their ability to undergo pre-programmed shape changes
under specific external stimuli, such as temperature, electric fields,
magnetic fields, etc [6].

Deployable hinge structures fabricated from SMPCs have progres-
sively found applications in spacecraft [7–9]. Current research pre-
dominantly focuses on the modification of the reinforcing phase and the
matrix within SMPCs, as well as the design of the structures. However,
there is limited research concerning the dynamic characteristics and
AVC of SMPCs [10]. It is of great significance for in-depth studies that
address the dynamic responses of SMPC-based systems under opera-
tional conditions typical in space missions. Exploring the dynamic
properties and developing effective vibration control strategies are
crucial for ensuring the functional integrity and operational reliability of
these deployable structures in the challenging aerospace environment.
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Such research could significantly contribute to the optimization and
enhanced performance of SMPCs in aerospace applications, ultimately
leading to more robust and efficient spacecraft designs. Given that SMPC
structures in practical applications are subject to various dynamic dis-
turbances, including but not limited to spacecraft maneuvers, space
radiation pressure, microwave radiation and gravity gradient torques,
vibration control becomes a critical technical challenge. These distur-
bances can induce vibrations that may affect the normal functioning of
the structures [11]. In this context, employing adaptive control strate-
gies, such as the FxLMS algorithm with online secondary path identifi-
cation, offers a unique advantage. This approach can adjust the control
signal output in real-time based on changes in the external environment
and the performance of the control system, effectively suppressing vi-
brations and ensuring the stability and reliability of the SMPC struc-
tures, all without the need for establishing complex mechanical models.

For engineering structures, the resonance and reduced lifespan
caused by vibration must be accounted for [12–14]. Vibration charac-
teristics are crucial when assessing the dependability of structures and
their systems [15–18]. Piezoelectric smart materials enable the inte-
gration of sensors, controllers and actuators, making active vibration
control systems based on these smart materials intelligent, lightweight
and miniaturized. Active vibration control using piezoelectric materials
has emerged as a key area of interest in the field of engineering [19–25].
To utilize piezoelectric technology for active structural vibration con-
trol, active control strategies must be applied [11,26,27]. The FxLMS
adaptive algorithm is a prevalently used control algorithm for AVC
systems based on piezoelectric intelligent structures. It provides several
benefits, including a positive control effect, ease of implementation and
the ability to manage multiple-input multiple-output systems. The pio-
neering work of Elliott et al. marked the introduction of a vibration
controller based on the LMS algorithm, which yielded impressive out-
comes in effectively suppressing vibrations [28]. Oh et al. conducted
research employing the FxLMS algorithm to mitigate the vibrations of a
flexible beam with a bonded PZT actuator experiencing sinusoidal and
white noise disruptions [29]. The FxLMS algorithm is being progres-
sively developed and applied within the engineering field, building upon

prior research efforts. Niu et al. devised a refined FxLMS algorithm
based on existing signals to identify secondary paths. Through numeri-
cal simulations and experiments on vertical tail buffeting control, this
algorithm has proven to be advantageous for adaptive vibration control
of dynamic structures [22]. Meng et al. developed a feedforward
adaptive method for AVC applied to a helicopter fuselage structure that
incorporates the use of piezoelectric stack actuators. The effectiveness of
this technique was confirmed through both simulations and AVC ex-
periments [30,31]. However, the traditional FxLMS algorithm exhibits a
tradeoff between the rate of convergence and the efficacy of vibration
suppression [32,33].

The FxLMS algorithm is a frequently employed adaptive algorithm
within AVC systems [34,35], and its control block diagram is shown in
Fig. 1. In the system, a sensor collects the input signal x(n), while
another sensor detects the residual vibration e(n), and an actuator
transmits the control signal y(n), which is calculated by the vibration
control filterW(z). Before undergoing weight updating through the LMS
algorithm, x(n) undergoes secondary path compensation, in which it is
filtered by an estimated Ś (z) to counteract secondary path effects. The

Nomenclature

AVC Active vibration control
FxLMS Filtered-x least mean squares
VSS Variable step size
SMPCs Shape memory polymer composites
MFC Macro fiber composite
PZT Piezoelectric ceramic transducer
VARTM Vacuum-Assisted Resin Transfer Molding
FRF Frequency response function
FIR Finite impulse response
WGN White Gaussian noise
x(n) Input signal
x́ (n) Filtered input signal
y(n) Control output signal
ý (n) Control signal after it passes through the secondary path
d(n) Primary response
e(n) Residual error signal
f(n) Modelling error
v(n) Zero-mean signal of white Gaussian noise
v́ (n) Undesired output resulting from v(n) passing through S(z)
vʹ́ (n) Convolution of v(n) with the secondary path modelling

filter
P(z) Primary path filter
W(z) Vibration control filter
S(z) Secondary path filter

Sʹ(z) Secondary path modelling filter
L Tap-weight lengths of W(n)
M Tap-weight lengths of Sʹ(n)
μs(n) Step size parameter of the secondary path modelling filter
μw Step size parameter for the control filter
α Forgetting factor
β Updating factor
J(n) Cost function
fr The order of the fractional derivative

aDfrt Grunwald–Letnikov definition of the fractional derivative
Γ(⋅) Gamma function
R(n) Residual error of AVC system
ΔS(n) Relative modelling error of AVC system
σ2 Variance of WGN
Trans Transition temperature of SMPCs
θ Bending angle of SMPCs
vf Fiber volume fraction
w(x, y, t) Deflection function of the plate
∇4 Biharmonic operator
ρ Density of the material
h Thickness of the plate
ηmn Modal amplitude of the (m,n)-th mode
Φmn(x, y) Mode functions
ωmn Natural frequency of the (m,n)-th mode

Fig. 1. FxLMS algorithm based AVC system.
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FxLMS algorithm demonstrates robustness in the identification of the
secondary path in the presence of errors [36].

Two methods exist for identifying secondary paths: offline identifi-
cation and online identification. Offline identification, which is simpler
in nature, only necessitates experimental identification of the secondary
paths before the AVC system is operational. Nonetheless, the existence
of fixed modelling errors may cause the FxLMS algorithm to converge
slowly and cause a steady-state bias [37]. In contrast, online identifi-
cation can promptly compensate for modelling errors while continu-
ously monitoring secondary path changes that may occur due to factors
such as component ageing, thermal fluctuations, and environmental
changes [38,39]. The online identification of secondary paths can be
further divided into two methods. The first method involves directly
modelling the secondary path based on its input y(n) and output signals
yʹ(n). The second approach entails injecting an additional random signal
into the AVC system and then designing the identification method for
modelling purposes [40–46]. A comprehensive analysis of the above two
approaches is presented in [47], which leads to the conclusion that the
second approach surpasses the first in terms of the convergence rate,
duration of updates, responsiveness to primary signal fluctuations,
computational complexities and other factors. Thus, this study selects
the second identification method as the research focus.

The basic additive random noise technique was first proposed by
Eriksson et al. [48]. In the AVC system, as shown in Fig. 2 (a), a sub-
system that integrates an adaptive filter is introduced into the conven-
tional FxLMS system for online identification of the secondary path.
However, the white noise signal introduced into this subsystem passes
through the secondary path, influencing the residual error signal. This
influence can impact the convergence and efficacy of the control link,
particularly during its convergence phase. As the control link converges,
the white noise component within the residual error signal interacts
with the control filter output signal, potentially introducing errors or
oscillations into the control filter as it approaches convergence. More-
over, systematic residual errors in the control phase output are also
utilized in the identification phase, leading to mutual interference be-
tween these processes that further degrades the overall performance of
the AVC system. Therefore, when designing a subsystem for secondary
path identification, the sensitivity of the control link to white noise
signals must be considered. The impact of the white noise power on the
design of the control filter, system stability and secondary path identi-
fication accuracy must be comprehensively evaluated to ensure effective
identification and control.

In [41–43], white noise is eliminated from the residual error signal
by introducing a third filter based on Eriksson’s method. The simulation
results presented in [43] demonstrate that their proposed method pro-
duces superior results to those of prior methods. However, notably, the
inclusion of the third filter increases the complexity and computational
load of the system design. Akhtar et al. improved the performance of the
AVC system by employing only two adaptive filters [49]. As demon-
strated in Fig. 2 (b), the step size of the modelling filter is dynamically

adjusted within specified upper and lower limits. This VSS imple-
mentation is grounded in the principle that the estimation error grad-
ually diminishes and ideally converges to zero. Compared with that of
the Eriksson method, the upper limit of the step size parameter is
greater, leading to faster convergence with the increase in the step size.
Aslam et al. proposed a novel VSS algorithm for identifying the sec-
ondary path [46]. As depicted in Fig. 2 (c), the step size undergoes
multidirectional variations in relation to the modelling error f(n). This is
a departure from the algorithms proposed in [49–54], where the step
size parameter starts low and gradually increases to the upper value,
facilitating rapid convergence. Subsequently, as the modelling error
diminishes, the step parameter decreases to enhance the system stabil-
ity. Fractional LMS was introduced to improve the convergence and
increase the robustness of the system.

The typical approaches mentioned above come with a tradeoff be-
tween accurate secondary path identification and rapid convergence
[55]. Inspired by the Aslam method, this manuscript presents a novel
approach for AVC systems. As depicted in Fig. 3, the control filter is
adjusted by employing the simple LMS algorithm to improve the control
speed and achieve rapid convergence. In the modelling process, the step
size is determined by combining the power and value of the residual
error signal, showing an innovative relationship with the cube of f(n).
This VSS strategy significantly differs from other existing VSS algorithms
that demonstrate improved speed and convergence, without the need for
a third adaptive filter or an additional control filter. Based on the ob-
tained FxLMS algorithm with modified multidirectional VSS fractional
derivative LMS for online secondary path modelling, AVC simulations
are conducted in this study to compare the proposed method with
classical approaches, considering both external excitation variations
(alterations in the amplitude, phase, and frequency of vibration signals,
along with superimposed measurement noise) and internal path varia-
tions (simulating the reduced secondary path response due to actuator
performance degradation). These investigations are designed to validate
the superiority and adaptability of the proposed method. Additionally,
this study explores the AVC of SMPCs in two distinct operational states:
the original shape and the bent shape. The research aims to understand
how the dynamic characteristics and control effectiveness of SMPCs are
influenced by their shape and the carbon fiber volume fraction. By
employing the proposed adaptive control strategy with MFC, the study
evaluates the performance of vibration control in both shapes and
identifies the challenges posed by shape deformation. This research
contributes to the development of advanced control strategies for
SMPCs, providing significant theoretical support and technical guidance
that enhance their applicability in various engineering fields.

The innovations of this paper are reflected in the following aspects:

(1) Innovative algorithm application: This study introduces an
adaptive multidirectional VSS control algorithm combined with
an online secondary path identification strategy, significantly

Fig. 2. FxLMS algorithm based AVC system with online secondary path modelling: (a) Eriksson method, (b) Akhtar method, and (c) Aslam method.
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enhancing convergence speed, modelling accuracy and system
response in complex environments.

(2) Dynamic response and robustness analysis: We demonstrated the
high adaptability and robustness of the control system under
various excitations and secondary paths, ensuring effective vi-
bration mitigation. An in-depth analysis of the dynamic responses
of SMPCs in different configurations was conducted, revealing
their performance under typical operational conditions of space
missions, providing new insights for future material design and
optimization.

(3) Application and experimental validation: The control algorithm
was successfully applied to SMPCs in various configurations,
effectively reducing vibrations. A series of multiharmonic vibra-
tion control experiments using MFC were conducted, validating
the proposed method’s effectiveness and feasibility in dynamic
environments, thus providing empirical support for subsequent
technology dissemination and application.

2. Proposed method

In this section, we present a novel approach to AVC by introducing
an adaptive filtering framework. The proposed method leverages dy-
namic step-size adjustments, multidirectional VSS strategies, and
fractional-order calculus to enhance the convergence speed, stability
and accuracy of the AVC system. The subsections are structured as fol-
lows: Subsection 2.1 outlines the adaptive filter iteration process and
fundamental principles behind the proposed method, detailing the
interaction between the control filter and secondary path. Subsection
2.2 introduces a multidirectional VSS strategy, which ensures adaptive
and robust parameter tuning for optimal system performance. Subsec-
tion 2.3 explores the integration of fractional derivatives into the LMS
algorithm, demonstrating how this technique enhances modelling pre-
cision and the ability to handle complex system dynamics.

2.1. Adaptive filter iteration for the proposed method

Fig. 3 shows the basic principle block diagram of the proposed
method. In this system,W(z) represents the control filter, specifically, a
finite impulse response (FIR) filter with a tap-weight length of L. The
resulting output, y(n), generated by the input signal x(n) after it passes
through W(z) can be expressed as:

y(n) =WT(n)xL(n) (1)

where W(n) = [w0(n)w1(n)⋯wL− 1(n) ]T and xL(n) = [x(n)x(n − 1)⋯
x(n − L+ 1) ]T are L− sample vectors. A zero-mean signal of white
Gaussian noise (WGN), denoted as v(n), is introduced into the output
y(n). Consequently, the residual error signal e(n) can be expressed as:

e(n) = d(n) − yʹ(n)+ v́ (n) (2)

where d(n) = P(n) ∗ x(n) represents the primary response of the AVC
system, ý (n) = S(n) ∗ y(n) is the output of the control signal y(n) after it
passes through the secondary path S(z), and v́ (n) = S(n) ∗ v(n) repre-
sents the undesired output resulting from v(n) passing through S(z).

The convolution of v(n)with the secondary path modelling filter Ś (z)
is defined as vʹ́ (n):

vʹ́ (n) = S T́(n)v(n) (3)

where Ś (n) =
[
ś0(n)ś1(n)⋯śM− 1(n)

]T and v(n) = [v(n)v(n − 1)⋯
v(n − M+ 1) ]T are M− sample vectors. Then, vʹ́ (n) is subtracted from
e(n) to obtain the error signal f(n):

f(n) = e(n) − vʹ́ (n) (4)

Hence, the tap weights of Sʹ(z) can be adjusted according to the
following procedure:

Sʹ(n+ 1) = Sʹ(n)+2μS(n)f(n)v(n) (5)

Here, μs(n) represents the step size parameter of the secondary path
modelling filter. Note that the step size depends on time, which will be
further explained in the subsequent subsection.

Meanwhile, the tap weights of W(z) are adjusted as follows:

W(n+ 1) =W(n)+2μwf(n)xʹ(n) (6)

where x́ (n) = Ś TxM(n) denotes the filtered input signal vector for W(z)
and xM(n) = [x(n)x(n − 1)⋯x(n − M+ 1) ]T represents an M− sample
vector. μw represents the step size parameter for the control filter.
Following the update of the tap weights, the control filter generates a
corresponding signal intended for transmission through the secondary
path, prompting it to produce a signal aimed at suppressing system vi-
bration responses.

Fig. 3. Proposed AVC system with online secondary modelling.
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2.2. Multidirectional VSS strategy of the modelling filter

Based on Eqs. (2) and (4), f(n) consists of two components:
d(n) − yʹ(n) and v́ (n) - vʹ́ (n). The first component significantly interferes
with the modelling process, seriously affecting the estimation accuracy
of the modelling filter and leading to potential instability in the AVC
system due to its initially large value. However, as the number of tap-
weight iterations increases, the influence of this component gradually
diminishes. Therefore, it is advisable to initially set the step size
parameter μs(n) to a small value. Subsequently, as the disturbance signal
decreases, it is suggested to increase the parameter value. Hence, the
step size is determined by combining the power and amplitude of the
error signal, showing an innovative relationship with the cube of f(n). A
mechanism for adjusting μs(n) can be formulated as:

μs(n) =
[
αμs(n − 1) + βf3(n)

]
μw (7)

where α and β are constants that specify a multidirectional varied step
size function, and the initial value of μs(n) is 0.

The choice of Eq. (7) for μs(n) is justified by the fact that the step size
is increased from zero by setting the values of α and β in the initial stage
of the AVC system adaptation, during which the system residual error
and the path estimation error are rapidly reduced. Subsequently, the
step size for tracking the error signal gradually decreases, and a
decreased step size is employed to improve the modelling accuracy,
enhance the system stability and minimize fluctuations.

2.3. Fractional derivative LMS algorithm

Fractional derivatives are more flexible in handling signals and
systems with complex characteristics, including nonsmoothness, singu-
larities or multiscale behaviour. Their ability to capture long-term cor-
relations due to their longer memory is crucial for modelling systems
with such characteristics. This makes them a valuable tool for under-
standing and analysing various real-world phenomena and processes. In
the past three decades, fractional differentiation and integration have
been extensively applied across various fields, demonstrating the broad
and diverse practical utility of fractional calculus. The incorporation of
fractional derivatives within LMS algorithms has garnered considerable
attention in the research community [56–59].

For fractional LMS algorithms, the fundamental principle involves
determining the filter tap weights by computing the partial derivatives
of the fractional order with respect to each element within the filter
vector. This process also involves minimizing the cost function utilizing
the steepest descent method, where the cost function corresponds to the
mean square error:

J(n) = E[f(n)f∗(n) ] = E
[
|f(n) |2

]
(8)

Here, f(n) is defined by Eq. (4). Combining the first and fractional-order
derivatives, the adaptive expression for Sʹ(n) is expressed as:

Sʹ(n+ 1) = Sʹ(n) − μs

(
∂J
∂Sʹ (n) +

∂frJ
∂S f́r (n)

)

(9)

where fr represents the order of the fractional derivative. Various ex-
pressions for fractional integrals and derivatives can be found in the
literature [56–58]. The Grunwald–Letnikov definition of the fractional
derivative aDfrt of order fr with a lower terminal at a for the function f(t)
is provided as [59]:

aDfrt f(t) = lim
h→0

hfr
∑∞

m=0
( − 1)m

(
fr
m

)

f(t + (fr − m)h ) (10)

Introducing f(t) = tn into the above expression:

aDfrt t
n =

Γ(n+ 1)
Γ(n − fr + 1)

tn− fr, n > − 1 (11)

Upon incorporation of the fractional-order derivative term ∂frJ
∂S f́r (n)

from Eq. (9) into Eq. (11) and subsequent simplification of it along with
the first-order derivative term ∂J

∂Sʹ (n), a conclusive iterative relationship
for the tap weights of the modelling filter can be established:

Sʹ(n+ 1) = Sʹ(n)+2

[

1+
|Sʹ(n) |(1− fr)

Γ(2 − fr)

]

μs(n)f(n)v(n) (12)

Absolute values are applied to filter coefficient vectors to prevent
negative exponents. Additionally, Γ(⋅) represents the gamma function:

Γ(t) =
∫ ∞

0
xt− 1e− xdx (13)

3. Simulations and results

In this section, we evaluate the efficiency and adaptability of four
methods through numerical simulations and performance comparisons,
focusing on the proposed approach that enhances vibration suppression
speed and stability by dynamically adjusting parameters and optimizing
computational complexity. Initially, we compare computational effi-
ciency, highlighting how the proposed method reduces complexity
while maintaining efficiency across various filter lengths. Subsequently,
we assess the performance of these methods by examining path identi-
fication speed, error and convergence speed, revealing the proposed
method’s significant advantages in accuracy and convergence. Finally,
we present AVC simulations in dynamic environments, demonstrating
the robustness and efficiency of the proposed method by altering
external excitation and path parameters.

3.1. Comparison of the computational efficiency

The computational complexity of an algorithm is often assessed by
considering the number of computations executed per iteration. This
evaluation provides insights into the efficiency and resource re-
quirements of the algorithm, which are crucial for assessing its practical
implementation in real-world scenarios [41]. Table 1 details a
comparative analysis of the computational complexities of the proposed
method and three conventional methods. In this context, Eriksson rep-
resents Eriksson’s method from [40], Akhtar corresponds to Akhtar’s
method from [45], and Aslam signifies Aslam’s method from [46].
Additionally, L and M correspond to the tap-weight lengths ofW(n) and
Sʹ(n), respectively. While it shares similarities with Aslam’s method, the
proposed approach stands out by leveraging the variation in the system
parameters and consolidating the step size of both integer and
fractional-order derivatives. This consolidation notably diminishes the
number of controller parameters and enhances the overall efficiency.
Furthermore, the computational efficiency of the proposed method is
similar to that of Akhtar’s method (as depicted in Fig. 4, showing a re-
gion where the computational complexities of both Akhtar’s method and
the proposed method are lower across various filter tap-weight lengths),
although it marginally surpasses that of Eriksson’s method. Reducing
computational complexity is often a significant goal in algorithm design.

Table 1
Comparison of the computational efficiency of different methods.

Method Additions Multiplications Additions
(L = M)

Multiplications
(L = M)

Eriksson 2L + 3 M-1 2L + 3 M + 2 5L-1 5L + 2
Akhtar 3L + 4 M + 5 3L + 4 M + 10 7L + 5 7L + 10
Aslam 3L + 5 M + 6 3L + 5 M + 13 8L + 6 8L + 13
Proposed 2L + 5 M + 9 2L + 4 M + 18 7L + 9 6L + 18
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The next section will show that the proposed approach strikes a balance
between complexity and performance. The adjustment of the tap-weight
length and step size ofW(n), as depicted in Fig. 4 (c), shows the residual
error of the system. When the controller step size changes, the error
remains small when the length is set to 10 or 15. Considering the
computational complexity of the controller as shown in Fig. 4 (a) and
(b), it was decided that for subsequent controllers, the tap-weight length
would be set to 10. This decision balances the need for effective control
with the practical constraints of computational resources and imple-
mentation complexity.

3.2. Performance comparison of the four methods

This part compares the performances of the four methods through
numerical simulation. The performance of these methods is evaluated in
terms of the path identification speed and error and the vibration sup-
pression signal convergence speed and results. Here, two key parameters
are defined: the residual error and the relative modelling error, denoted
as R(dB) and ΔS(dB), respectively:

R(n) = − 20lg
e(n)
d(n)

(14)

ΔS(n) = 10lg

{
|S(n) − Sʹ(n) |2

|S(n) |2

}

(15)

A smaller R(n) signifies improved vibration control of the system,
whereas a smaller ΔS(n) indicates more precise identification of sec-
ondary paths.

Numerical simulation programs are implemented for Eriksson,
Akhtar and Aslam based on the methods described in the references
[45,46,48]. These are then compared with the proposed method. Both
the control filter and the modelling filter have a tap-weight length of 16
and are initialized with null vectors. The coefficients of P(z) and S(z) are
[0.050–0.001 0.001 0.800 0.600–0.200–0.500–0.100 0.400–0.050] and
[0.050–0.010 0.950 0.010–0.900], respectively. Their frequency
response functions are shown in Fig. 5. The number of iterations is
40000. The input signal consists of WGN with a variance of 1.00. During
the modelling process, WGN with a variance of 0.01 is incorporated to
efficiently minimize the noise of the residual error once the system
converges. Considering that system stability and convergence are con-
tradictory, the step size of the control filter is determined as a constraint
based on the criterion that the variance of the residual error after sta-
bilization is less than 1.50, and the same parameters in different algo-
rithms are maintained at the same value for performance comparison.
The parameters are optimized through a trial-and-error process to attain
swift, stable and enhanced performance, and their respective values are
detailed in Table 2.

Fig. 6 shows the numerical simulation results. Upon closer exami-
nation of the modelling error curves in Fig. 6 (b), the Eriksson method
clearly displays a slower convergence rate, whereas the Akhtar method

Fig. 4. The regions formed by the smaller computational complexity of the Akhtar method and proposed method for different L and M: (a) additions and (b)
multiplications, (c) residual error of the proposed controller with different step size and length.
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reaches convergence at approximately n = 15000 but then experiences
substantial instability. The Aslam method appears to demonstrate better
performance; however, the proposed method achieves a more rapid
reduction in the modelling error than the previous methods. The optimal
modelling error among the existing methods stabilizes at − 30 dB around
n = 12500. In contrast, for the proposed method, the same level of ac-
curacy is attained at approximately n = 5000, representing a 60 %
improvement in the convergence rate. Fig. 6 (a) and Fig. 6 (c) show the
curves for the step size parameters and signal reduction, respectively.
Fig. 6 (d) demonstrates that the residual error convergence rates of the
previous approaches are nearly identical, with a stable-state value of
− 15 dB. The proposed method, on the other hand, becomes stable at
approximately n = 1400, achieving the same value. Compared to the
other methods that converge at approximately n = 5000, the proposed
method boosts the residual error convergence rate by 72 %. Fig. 6 (a)
clearly shows that in the initial stages, the values increase from a small
quantity to accelerate convergence, after which the values decrease to
account for misadjustments. Consequently, the general performance of
the system is enhanced.

Then, we consider the case involving alterations to the primary and
secondary paths while keeping the reference signal and controller

parameters unchanged. At n = 20000, the paths change to as shown by
green curves in Fig. 5, the performance of all the methods changes, as
shown in Fig. 7. Fig. 7 (a) displays the variation in the step size
parameter. Fig. 7 (b) clearly demonstrates that Eriksson’s response
shows no improvement following the alteration in the primary and
secondary paths. In contrast, the proposed method, along with Akhtar’s
and Aslam’s methods, adapts to the alteration, achieving a consistently
high level of accuracy at a similar rate as that observed before the
alteration. In particular, the superior modelling accuracy and faster
convergence rate of the proposed method post-alteration show its
adaptability and efficiency in dynamic environments. Notably, the
signal attenuation performance appears to be very similar across all the
methods, as demonstrated in Fig. 7 (c) and (d). All the methods clearly
have the same final residual error control result of approximately − 13
dB, but the proposed method still achieves the final control outcome
very quickly after alteration of the primary and secondary paths.

3.3. AVC simulation of the four methods

The control block diagram was built according to the proposed
strategy. AVC simulations were carried out under identical operating
conditions, where the primary and secondary paths were obtained by
offline identification: [147.47 982.31 922.42 –608.48 –1987.00
–2303.00 –806.40 1148.00 2576.00 3240.00] and [-14.56 68.22
–158.94 222.12 –177.20 38.32 57.99 –3.68 –119.89 116.18], respec-
tively. The external excitation comprises multiple harmonics at fre-
quencies of 10, 20 and 40 Hz, accompanied by a superimposition of 20
dB white Gaussian noise with a variance σ2 set to 1E-4. To compare the
convergence rates of the four methods, all the control filter weight co-
efficients were set to 5E-12. According to the four methods developed
for multilinear spectral vibration signal control, a simulation of 60 s was
performed. The system response is depicted in Fig. 8. The time-domain
diagram reveals that the proposed method achieves the swiftest control
speed, requiring only 0.1 s to accomplish vibration suppression. In
contrast, the Eriksson, Akhtar and Aslam methods require approxi-
mately 5 s, 5 s and 1 s, respectively. Compared with the best method, the
improved method enhances the control speed by 90 %, resulting in an
approximate 80 % amplitude reduction. The frequency-domain diagram
confirms that all four methods perform satisfactorily. The four methods
ultimately achieve good control results. The three line spectrum are
specifically reduced by 24.20 dB, 20.58 dB and 15.01 dB, respectively.
Additionally, an attenuation effect surpassing 20 dB is demonstrated for
the low-frequency noise component spanning 0–100 Hz.

This part presents an adaptive simulation of the proposed method,
maintaining consistency in the input signal and controller parameters,
as detailed in the preceding section. The external excitation modifica-
tion involves amplifying the external excitation amplitude to twice the
original value at the 10th second, altering the frequency to 60 Hz, 80 Hz
and 100 Hz at the 20th second, and increasing the phase by a signal
delay of 0.01 s at the 30th second. The variation in the secondary path is

Fig. 5. Frequency response function of (a) the primary and (b) secondary paths used in the simulations.

Table 2
Parameter values used in the simulation.

Method Parameters Values

Eriksson μw 0.0015
μs 0.0070

Akhtar μw 0.0015
γ 0.9996
μsmin 0.0080
μsmax 0.0600

Aslam μw 0.0015
γ 0.9996
μ1min 0.0080
μ1max 0.0600
μsmax 0.0200
μfmax 0.0200
α 0.9996
β 0.0002
fr 0.8
A 1.0
C1 2.0
C2 1.0

Proposed μw 0.0015
α 0.9996
β 0.0002
fr 0.8
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established as the coefficients being multiplied by 0.9 at 10 s, the co-
efficients being multiplied by 0.8 at 20 s, and the coefficients being
multiplied by 0.7 at 30 s. The force response, controller output voltage,
line spectral power and residual error reduction are depicted in the
following diagrams.

Fig. 9 (a) and (b) indicates that alterations in the amplitude, fre-
quency or phase of the external excitation prompt a rapid increase in the
structural vibration response. During this period, the controller
promptly adapts its output voltage in response to counteract the
changes, subsequently resulting in a decay in the response. Fig. 9 (c)

Fig. 6. Performance comparison of proposed method with previous methods (without paths alterations): (a) Online secondary path modelling step size, (b) relative
modelling error, (c) residual error and (d) residual error envelop.

Fig. 7. Performance comparison of proposed method with previous methods (with paths alterations): (a) Online secondary path modelling step size, (b) relative
modelling error, (c) residual error and (d) residual error envelop.
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shows the power of each line spectrum (bar graph) and the corre-
sponding reduction values (line graph) at four different moments of
external excitation changes. The blue, green and red lines represent the
suppression trends of the 1st, 2nd and 3rd order frequency signals,
respectively. It can be observed that regardless of the changes in external
excitation, the system’s suppression effect on the vibration signals im-
proves over time. This is due to the controller’s gradual convergence in
frequency demodulation of the input signals. Fig. 10 (a) and (b) shows
that the structure vibration response remains almost constant when the
secondary path changes. However, the controller can still fine tune the
output voltage to suppress the response. Fig. 10 (c) shows that the
changes in the secondary path have minimal impact on the power of
each line spectrum of the signal, indicating that the system control is
relatively stable. From Fig. 11 (a) and (b), it is evident that the vibration

response of the structure significantly changes when there are simulta-
neous variations in the external excitation and the secondary path.
Despite the complexity of this situation, the controller can promptly
modify the output voltage to effectively regulate the system response.
This demonstrates the robust adaptability of the proposed controller.
Fig. 11 (c) shows that the line spectrum of the first-order frequency is
mainly affected by the secondary path, and its trend is consistent with
the second condition. The second-order and third-order line spectrum
are less sensitive to changes in the secondary path, so the changes in
these two lines are consistent with the first condition. Overall, regardless
of changes in external excitation or internal path variations, the impact
on the control effectiveness of multilinear spectrum is limited. The
controller is able to respond promptly to changes and effectively reduce
the power of multilinear spectrum.

Fig. 8. The simulation results of AVI. (a) Time-domain and (b) frequency-domain.

Fig. 9. Adaptability examination results of the proposed controller with the external amplitude, frequency and phase changing: (a) force response, (b) output voltage
of the controller, (c) line spectral power and its residual error reduction change.
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This chapter demonstrates the advantages of the proposed method in
terms of computational efficiency, convergence speed and adaptability
through detailed numerical simulations and performance comparisons.
The results indicate that the proposed method outperforms others in
vibration suppression speed and exhibits strong adaptability and effec-
tive control of vibration response under external excitations and internal
physical channel variations. This designed adaptive control algorithm
with online identification of secondary paths can track performance
changes in actuators due to factors such as component aging, thermal
variations and environmental changes. It can also track vibrations in the
SMPCs caused by disturbances such as satellite maneuvers, space radi-
ation pressure and gravity gradient torques. Therefore, the novel algo-
rithm designed in this study demonstrates excellent adaptability and
efficiency in complex dynamic environments, making it highly suitable
for AVC of SMPCs in space environments.

4. Investigation of the proposed control algorithm in SMPCs

In this section, we investigate the proposed control algorithm applied
to SMPCs through comprehensive experiments and analyses. Firstly, we
prepare SMPC specimens and establish boundary conditions, show-
casing their deformation capabilities and detailing the material
composition and manufacturing process. Secondly, we analyze the dy-
namic characteristics of SMPCs, utilizing experimental systems to
measure damping ratios and frequency responses, demonstrating the
effects of fiber volume fraction on mechanical properties. Finally, we
conduct AVC experiments under multilinear spectrum conditions,
comparing the effectiveness of the control algorithm on SMPCs in both
original and bent shapes. This progression from preparation to dynamic
analysis and control experimentation illustrates the algorithm’s

adaptability and effectiveness.

4.1. Preparation and boundary conditions of SMPC specimens

SMPCs serve as intelligent materials capable of bidirectional defor-
mation, with their operational process illustrated as in Fig. 12. The
thermal deformation process is divided into program and recovery steps.
During the program step, as shown in Fig. 12 (a), SMPCs are heated
above the transition temperature (Ttrans), where the elastic modulus is
relatively low, allowing the material to deform from its original shape to
a bent shape under the application of an external force. By maintaining
this external force and subsequently cooling below Ttrans, the SMPCs
gradually increase in stiffness. Upon removal of the external force, most
of the pre-strain is stored in the form of stored strain within the SMPCs,
allowing them to retain a bent shape, thus completing the shape pro-
gramming from θ = 0◦ to θ = 180◦. During the recovery step, as shown in
Fig. 12 (b), with the SMPCs unloaded and heated above the transition
temperature, the stored strain energy is released, enabling the material
to automatically revert to its original shape, i.e., θ = 0◦. Fig. 12 (c) il-
lustrates the dynamic deployment process of a single-layer carbon fiber
fabric reinforced SMPC.

This manuscript selects two shapes of SMPCs as models for vibration
control: the original shape and the bent shape, representing the two
typical operational states of SMPCs in practical applications.

The SMPmaterial used in this study is an epoxy-based shape memory
resin developed by the Jinsong Leng’s research group, with a glass
transition temperature of 100 ◦C [60]. The carbon fiber (T300-3 K, plain
weave) reinforced shape memory composites were manufactured using
the Vacuum-Assisted Resin Transfer Molding (VARTM) process. The
carbon fiber fabrics were stacked in one, two, three, four and five layers

Fig. 10. Adaptability examination results of the proposed controller with the internal secondary path changing: (a) force response, (b) output voltage of the
controller, (c) line spectral power and its residual error reduction change.
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on five different Teflon molds. The height of the VARTM molds was set
at 3 mm. A vacuum was maintained inside the molds while the mixture
of SMP and curing agent was injected into the fabric layers. The molds
were then hot-pressed at 100 ◦C for one hour. After demolding, speci-
mens of CF-SMPC with varying fiber volume fractions were cut from the
prepared composites, each with dimensions of 220mm x 20mm x 3mm.

The variable vf represents the fiber volume fraction in SMPCs. Apart
from this, all specimens were identically configured to ensure consistent
experimental conditions. The boundary conditions are set as shown in
Fig. 13. The clamped end is 20 mm long. The exciter applies an active
force perpendicular to the specimen, with the excitation point 10 mm
from the fixed end. The MFC is adhered to the AVC zone from 40 mm to
80 mm. An electric heating film is affixed to the thermal deformation
area from 100 mm to 140 mm. When the SMPCs are in their original
shape, the vibration displacement monitoring point is located 10 mm
from the free end. When the electric heating film is powered and the
heating temperature is set to 100 ◦C, the SMPCs adopt a bent shape, and
the vibration displacement monitoring point moves to 70 mm from the
free end.

4.2. Dynamic characteristic analysis

Fig. 14 (a) displays the AVC experimental system, which comprises
the experimental object, temperature control system, excitation system
and active control system. The experimental object consists of SMPC
specimens with varying carbon fiber volume contents. By adjusting the

temperature settings of the temperature control device and toggling the
electrical heating film’s circuit state, the SMPCs can be transitioned
between two distinct shapes, such as from the original shape shown in
Fig. 14 (b) to the bent shape shown in Fig. 14 (c). The external excitation
system stimulates the experimental object. The active control system is
composed of three main components: the signal acquisition system,
computer processing system and signal output system. The signal
acquisition system includes force sensors mounted on the exciter’s top
rod and laser displacement sensors, which measure the output force of
the excitation device and the displacement at the free end of the SMPCs,
respectively. These measurements serve as the basis for control strate-
gies and can be used to evaluate the effectiveness of the proposed vi-
bration control methods.

The root of the SMPCs was struck with a force hammer, and the
displacement response at the free end was recorded. The damping of
each SMPC specimen was calculated using the free decay oscillation
method for the vibration attenuation waveform, as shown in Fig. 15.
With the increase in fiber volume fraction (vf), the damping ratio of the
specimens gradually decreased. The damping ratio of the vf1 specimen
was significantly higher than that of the other specimens because the
carbon fiber volume fraction was relatively low, resulting in the matrix
being the major component. Consequently, the damping ratio of the vf1
specimen was close to that of the epoxy resin matrix. The damping ratios
of specimens vf3 and vf4 are closely matched, and the damping of these
two composite materials aligns with the damping of the epoxy resin
matrix. The damping ratio of specimen vf5 is the lowest, recorded at

Fig. 11. Adaptability examination results of the proposed controller with the amplitude, frequency and phase change simultaneously with secondary paths: (a) force
response, (b) output voltage of the controller, (c) line spectral power and its residual error reduction change.
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0.0136, where the five layers of carbon fiber fabric result in the slowest
attenuation of vibrational energy in the SMPCs.

The basic mechanical parameters of the carbon fiber layers and the
pure epoxy matrix layers at room temperature are shown in Table 3.
Based on the parameters in the table, the FRF of the specimen was
calculated, as shown in Fig. 16 (a). The x-coordinate corresponding to
the peak of the FRF indicates the natural frequency of the SMPC spec-
imen. The results indicate that as the fiber volume fraction increases, the
first three natural frequencies of the specimen also increase. An adaptive
control strategy was applied for the vibration control of the specimen,
and the impact of the controller’s introduction on the frequency
response of the SMPCs was theoretically analyzed. Since the adaptive
control strategy analyzes the time-domain signal, a simplified analysis
was performed, considering the effect of the system output at any given
time on the specimen’s FRF, as shown in Fig. 16 (b). After applying the
adaptive control algorithm to the vibration control of the SMPCs, the
overall magnitude of the frequency response decreased, and the FRF
curve shifted downward. The decrease in the peak value corresponding
to the natural frequencies before and after control reduced as the fiber
volume content increased, with each specimen’s natural frequency
increasing and the FRF curve shifting to the right. This indicates that the
introduction of the AVC strategy increased both the equivalent mass and
equivalent damping of the SMPCs.

Considering the absence of transverse and plane loads, the equation
of free vibration for the plate is:

Fig. 12. Schematic of thermomechanical deformation process of SMPCs: (a) program step, (b) recovery step, (c) recovery process of single-layer carbon fiber fabric
reinforced SMPC.

Fig. 13. The boundary settings for SMPCs reinforced with carbon fiber fabrics
of different volume fractions.
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D11δw,xxxx + 2(D12 + 2D66)δw,xxyy + D22δw,yyyy
+4D16δw,xxxy + 4D26δw,xyyy + ρhδw,tt = 0 (16)

When both the reinforcement phase and the matrix phase are
isotropic materials, then D11 = D22 = (D12 + 2D66) =D = Eh3

12(1− ν2),D16 =

D26 = 0. The differential equation governing the free vibration of the
plate can be written as:

D∇4w(x, y, t)+ ρh δ2w(x, y, t)
δt2

= 0 (17)

where w(x, y, t) is the deflection function of the plate, representing the
displacement. ∇4 is the biharmonic operator. ρ is the density of the
material. h is the thickness of the plate.

Due to the capability of the bi-directional beam function method to
accurately represent the deflection modes of composite thin plates and

achieve sufficient precision with a finite number of terms, this method is
adopted to analyze and obtain the natural frequencies and mode shapes.
For harmonic free vibration, the deflection can be expressed as a su-
perposition of an infinite number of mode functions:

w(x, y, t) =
∑∞

m=1

∑∞

n=1
Φmn(x, y)ηmneiωt (18)

where ηmn is the modal amplitude of the (m,n)-th mode.Φmn(x, y) are the
mode functions.

By substituting the expression for w(x, y, t) from Eq. (18) into the
governing differential Eq. (17), we obtain:

D∇4Φmn(x, y) − ρhω2
mnΦmn(x, y) = 0 (19)

Here, ωmn is the natural frequency of the (m,n)-th mode. The mode
shapes of a plate can be conveniently represented as the product of two
independent beam functions, one for each principal direction of the
plate.

Φmn(x, y) = Xm(x)⋅Yn(y) (20)

Specifically, the m-th mode shape function along the x-direction can
be represented by the fixed-free beam function:

Fig. 14. AVC experimental system: (a) overall composition of the system, (b) AVC of SMPCs in original shape, (c) AVC of SMPCs in bent shape.

Fig. 15. Damping ratio and carbon fiber volume fraction for the
SMPC specimens.

Table 3
Material parameters for the SMPCs.

Parameters Density
(kg/
m3)

Tensile
modulus
(GPa)

Poisson’s
ratio

Shear
modulus
(GPa)

Epoxy resin
matrix

1500 2.0 0.38 0.7

Carbon fiber
fabrics

1000 39.9 0.20 1.5
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Xm(x) = cosh
(

λmx
Lx

)

− cos
(

λmx
Lx

)

− σm
[

sinh
(

λmx
Lx

)

− sin
(

λmx
Lx

)]

(21)

where λ is the root of the equation cosh(λ)cos(λ) = 1. The solution for λm
and σm are as follws:

λ1 = 1.875, λ2 = 4.694, λ3 = 7.854,⋯, λm =
2m − 1

2
π

σ1 = 0.7341, σ2 = 1.0185, σ3 = 0.9992,⋯, σm =
cosh(λm) + cos(λm)
sinh(λm) + sin(λm)

While the n-th mode shape function along the y-direction can be
represented by the free-free beam function Yn(n):
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

Y1(y) = 1

Y2(y) = 1 −
2y
Ly

Yn(y) = cosh
(

λny
Ly

)

+ cos
(

λny
Ly

)

− σn
[

sinh
(

λny
Ly

)

+ sin
(

λny
Ly

)]

(n⩾3)

(22)

The natural frequency can be found:

ωmn =

̅̅̅̅̅
D
ρh

√

⋅

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
I1I2 + 2I3I4 + I5I6

I2I6

√

(23)

Where

I1 =
∫ Lx

0

∂4Xm(x)
∂x4 Xm(x)dx, I2 =

∫ Ly

0
[Yn(y) ]2dy

I3 =
∫ Lx

0

∂2Xm(x)
∂xI2 Xm(x)dx, I4 =

∫ Ly

0

∂2Yn(y)
∂y2 Yn(y)dy

I5 =
∫ Ly

0

∂4Yn(y)
∂y4 Yn(y)dy, I6 =

∫ Lx

0
[Xm(x) ]2dx

A frequency sweep experiment was conducted on the SMPC spec-
imen to verify the correctness of the theoretical predictions regarding its
dynamic characteristics. Based on the boundary conditions, the
displacement of the specimen’s free end and the input force from the
exciter were collected. After processing the data in the frequency
domain, the FRF for different fiber volume fractions were obtained, as
shown in Fig. 17 (a). The curve variation patterns were similar to the
theoretical predictions, with the specimen’s natural frequencies
increasing as the fiber volume fraction increased. The first-order natural
frequency is listed in Table 4. The results indicate that the theoretical
calculations at low frequencies (from Eq. (23)) align well with the
experimental natural frequency results. As seen in the figure, the FRF of
the specimen in the 0–500 Hz range includes not only the first three

Fig. 16. Dynamic characteristics of the original SMPC specimens: (a) frequency response function, (b) frequency domain response comparison with adaptive
control module.

Fig. 17. Experimental frequency response curves of the original SMPC specimens: (a) primary force at the excitation point as the input signal, (b) control force in the
AVC zone as the input signal.

Table 4
The first order natural frequency of the SMPC specimen.

Parameters vf1 vf2 vf3 vf4 vf5

Theoretical calculation results (Hz) 21.12 26.13 30.57 34.46 37.80
Experimental frequency sweep (Hz) 20.02 24.03 30.69 34.53 37.45
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modes of the SMPC laminate but also two resonances generated at 166
Hz and 332 Hz due to the introduction of the active control system.
When conducting the frequency sweep with MFC, the displacement of
the specimen’s free end and the input voltage of the MFC were collected,
and the FRF curve of the SMPCs under the control force was plotted, as
shown in Fig. 17 (b). The curve shows distinct response protrusions in
the frequency bands of 45–55 Hz, 145–155 Hz and 245–255 Hz, with
two control forbidden zones near 166 Hz and 332 Hz, which correspond
to the two resonance zones brought by the control system as shown in
Fig. 17 (a). The frequency response of the MFC control force in the
0–500 Hz range increased overall with the increase in fiber volume

fraction. The results indicate that as the stiffness of the SMPCs increases,
the control performance of the MFC improves.

4.3. AVC experiment under multilinear spectrum based on MFC

4.3.1. Vibration control model 1: SMPCs of the original shape
The experiment of multilinear spectrum vibration control on the

original shape of SMPCs using MFC was conducted, with each specimen
selecting a signal composed of three harmonic waves superimposed as
the vibration input, respectively at 10 Hz, 15 Hz and the first-order
natural frequency. The results of the multilinear spectrum vibration

Fig. 18. The experimental results for the original SMPCs: (a) time-domain displacement response from 0-60 s, (b) frequency-domain displacement power response
from 30-60 s, (c) power of each linear spectrum varies with fiber volume fraction, (d) power of multilinear spectrum varies with fiber volume fraction, (e) power of
multilinear spectrum in different observation periods, (f) optimal and sub-optimal fiber volume fraction variation rules for vibration control.
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control experiment are shown in Fig. 18. Fig. 18 (a) shows the time-
domain control effects for different fiber volume fractions, with each
specimen achieving vibration convergence within a few seconds. Once
the system stabilizes, the vibration suppression rates for the SMPC
specimens with the five fiber volume fractions (calculated by the RMS of
amplitude from 10 to 60 s) are 50.12 %, 47.25 %, 45.23 %, 54.79 % and
48.25 %, respectively. During the initial phase, inherent response times
and dynamic delays in the sensors, actuators and signal processing units
can lead to transient effects such as current fluctuations or mechanical
responses. These accumulated delays cause a lag in system response,
resulting in a temporary mismatch between the output control signal
and the actual vibration, which in turn leads to overshoot, manifested as
an initial surge. Overall, this overshoot is caused by the switching states
of the hardware system, which to some extent, validates the stability of
the proposed algorithm.

The power spectrum before and after vibration control are shown in
Fig. 18 (b). The upper surface is composed of the power of the uncon-
trolled linear spectrum for different fiber volume fractions, and the
power surface after control is all located below, indicating that the
proposed algorithm has a good suppression effect on the vibration power
of the multilinear spectrum and its nearby frequency domain. Fig. 18 (c)
and (d) show the variation patterns of the single power control and
overall power control of the three line spectrum with the fiber volume
fraction, respectively. The control effect of the first line spectrum im-
proves with the increase of the fiber volume fraction, with a more
obvious trend for the first three volume fraction specimens, while there
is almost no change for the last two volume fraction specimens. The
control effects at the second line spectrum and the natural frequency
fluctuate up and down with the increase of the fiber volume fraction,
and the fluctuation directions of the power control quantities at the two
frequencies are opposite. Fig. 18 (c) indicates that as the fiber volume
content and natural frequency of the specimens increase, the control
effect of the linear spectrum at the lowest frequency becomes better, and

the energy of the control signal flows back and forth between the second
and third frequencies. Fig. 18 (d) shows that the reduction amount of the
overall power of the linear spectrum first increases and then decreases,
with the best suppression effect on the multilinear spectral power for the
vf3 and vf4 specimens. Combining the conclusions drawn from Fig. 16 (b)
and Fig. 17 (b), this experimental pattern is reasonable.

Considering the impact of different time scales on the reduction of
vibration linear spectral power, the experimental results are shown in
Fig. 18 (e) and (f). t1, t2, t3, t4 and t5 represent 10–60 s, 20–60 s, 30–60 s,
40–60 s and 50–60 s, respectively. The experimental results show that as
the time scale shrinks, the reduction of power for each linear spectral
and the overall linear spectral power increases, that is, the control effect
of the AVC system becomes better over time, consistent with the simu-
lation trend.

4.3.2. Vibration control model 2: SMPCs of the bent shape
An experimental study on the AVC of bent SMPCs was conducted.

The electric heating films were used to heat the SMPC specimens,
bending them to 180◦ as shown in Fig. 14 (c). The frequency sweep for
the bent vf1, vf3 and vf5 specimens was performed using both an exciter
and MFC, with the results shown in Fig. 19 (a) and (b). From Fig. 19 (a),
it is observed that the first-order natural frequencies of the bent SMPC
specimens increased to 56.15 Hz, 62.01 Hz and 67.82 Hz, respectively.
The deformation process of the SMPCs led to an increase in the natural
frequencies by 35.03 Hz, 31.32 Hz, and 30.37 Hz, respectively. Fig. 19
(b) shows that after deformation, the MFC caused a complete trans-
formation of the resonance regions and forbidden bands of the speci-
mens. As indicated by Fig. 19 (b), after the deformation of the SMPCs,
there is a complete transformation in the resonance regions and
forbidden bands of the specimens when compared to the situation
depicted in Fig. 17 (b). This transformation suggests that the deforma-
tion of the SMPCs has significantly altered the dynamic behavior of the
specimens, particularly in terms of how the MFC interacts with the

Fig. 18. (continued).

Fig. 19. Experimental frequency response curves of the bent SMPC specimens: (a) primary force at the excitation point as the input signal, (b) control force in the
AVC zone as the input signal.
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specimens’ vibration characteristics. This change could be due to the
altered structural properties of the SMPCs post-deformation, such as
changes in stiffness, mass distribution or boundary conditions, which in
turn affect the frequency response.

Based on the proposed adaptive algorithm, an active vibration con-
trol experiment was conducted on the bent SMPCs using multilinear
spectrum excitation. The vibration excitation signals were set at 45 Hz,
50 Hz and the first-order natural frequency of the bent specimens. The
experimental results are shown in Fig. 20. Fig. 20 (a), (b) and (c) show
the power spectrum curves of the three specimens before and after
control. It can be seen that the proposed control strategy has a signifi-
cant suppression effect on the power of the multilinear spectrum, and it
also has some effect at other frequencies. Fig. 20 (d), (e) and (f) compare
the line spectral power suppression effects of the same specimens in
their original and bent shapes. The results indicate that the trend of line
spectrum power reduction with frequency is consistent in both states.
Except for the vf1 specimen, the vibration control effect in the bent shape

is not as effective as in the original shape, particularly at the lower
frequencies of the first two excitation signals. The comparison of the FRF
in Fig. 19 (b) and Fig. 17 (b) suggests that the control effectiveness of the
MFC is weaker for the bent shape compared to the original shape of the
SMPCs. This could be attributed to several factors:

(1) Material property changes: The deformation of the SMPCs may
have altered their material properties, such as stiffness and
damping, which could affect the coupling efficiency between the
MFC and the SMPCs.

(2) Boundary conditions: The bending of the SMPCs may have
changed the boundary conditions, leading to a different mode
shape and natural frequencies, which could reduce the effec-
tiveness of the MFC.

(3) Strain distribution and actuation efficiency: The strain distribu-
tion within the SMPCs after bending might be non-uniform,
which could limit the ability of the MFC to effectively apply

Fig. 20. The experimental results for the bent SMPCs: the power spectrum comparison before and after vibration control for (a), (b) and (c), corresponding to fiber
volume fractions vf1, vf3 and vf5. The comparison of multilinear spectral power attenuation for (d), (e) and (f), representing SMPCs with different fiber volume
fractions, under their original shapes and bent shapes.

Fig. 21. Comparison of experimental results between the proposed method (P) and the traditional method (A): (a) time–frequency diagram, (b) phase trajectory
diagram, and (c) Poincaré section of vibration signal.

W. Shi et al. Composite Structures 363 (2025) 119135 

17 



control forces across the entire structure. Besides, the efficiency
of the MFC actuation might be reduced in the bent configuration
due to changes in the stress and strain fields, which could
diminish the control authority.

In the experiments, the Aslam method, which performed best among
traditional algorithms, was selected for vibration control experiments on
the vf3 specimen under multiple configurations. The experimental re-
sults, as shown in Fig. 21, compare the proposed method with the
traditional one in terms of convergence speed, model accuracy, stability,
etc. From Fig. 21 (a), it can be seen that both methods can clearly
distinguish the frequency of the vibration signal within the 0–60 s range.
The colors in the figure represent the power at corresponding fre-
quencies. It is evident that for both the original and bent configurations
of the SMPCs, the proposed method converges more quickly in the initial
few seconds, with lower power in the line spectrum, manifested as
lighter stripes closer to the initial moment. Additionally, it is observed
that the higher the frequency of the line spectrum, the better the
convergence speed and suppression effect. Furthermore, for frequency
bands outside the controlled line spectrum, the overall lighter color of
the power indicates that the proposed method also achieves better
control effects for broadband random vibrations at non-controlled fre-
quencies. Fig. 21 (b) presents the phase portrait diagram of the vibration
signal. It can be seen that the signal trajectory controlled by the Aslam
method is sparse, whereas the trajectory controlled by the proposed
method is dense, indicating greater stability of the proposed method. In
contrast, the traditional method’s controller exhibits more significant
dynamic characteristics and nonlinear behavior. Besides, the phase
trajectory of the bent configuration is noticeably smaller than that of the
original configuration. This is because, in the deployed state, the free
end of the SMPC is further from the fixed end, resulting in the vibration
signal containing more nonlinear and random vibrations. Fig. 21 (c)
shows the Poincaré section at a height of 0 in the phase portrait diagram.
It can be observed that whether the system vibration is in a periodic or
chaotic state, both methods show consistency. However, for periodic
motion (θ = 0◦), the proposed method demonstrates better linear
behavior. In the case of chaotic states (θ = 180◦), the proposed method
can more quickly identify the features of the system’s complex
dynamics.

5. Conclusions

In this manuscript, a new scheme to control vibrations in a system
was established by utilizing enhanced online secondary path modelling.
The method dynamically adjusts the step size based on the status of the
AVC system, and the method was simulated and compared with existing
methods. The results demonstrate that our proposed method enhances
the convergence speed and modelling accuracy without compromising
the vibration control efficacy. Additionally, its computational
complexity remains on par with that of previous methods. According to
numerical simulations, the proposed controller demonstrates high
adaptability in handling various external excitations and secondary
paths. It effectively mitigates structural vibration responses caused by
sudden changes in drive performance or input signals through the
adjustment of control voltage. The investigation into the AVC of SMPCs
in both their original and bent configurations has provided valuable
insights into their dynamic behavior and control performance. Results
indicate that the proposed adaptive control strategy effectively reduced
vibrations in both configurations, demonstrating the algorithm’s
adaptability and potential to enhance control effectiveness. This
research underscores the potential of integrating adaptive control al-
gorithms with intelligent materials like SMPCs, paving the way for
broader applications in dynamic environments and advanced engi-
neering solutions.

With the advancement of deep space exploration, space stations and
high-precision satellites, the structure of spacecraft has become

increasingly complex. Due to the constraints of launch costs and car-
rying capacity, spacecraft structures have also become more flexible.
Consequently, multilinear spectrum vibration control technology with
online identification capability has become one of the key technologies
for spacecraft. Multiharmonic vibration can significantly affect the
performance of spacecraft during their operational lifespan, particularly
impacting flexible structures such as onboard antennas, flexible trusses
and solar sails. This study provides a feasible solution for the vibration
control of these deployable cantilever structures in space environments.
However, the challenges of lightweight, miniaturized and highly inte-
grated AVC systems remain to be addressed. Future work needs to
further optimize the control system and validate the feasibility of the
proposed technologies in space environments. In addition, the weight
update of the adaptive algorithm depends on the controller step size. If
the step size is too small, the convergence speed will be slow. If it is too
large, it may lead to system instability. Before applying the algorithm
from this study in engineering practice, it is necessary to pre-set the step
size reasonably for specific environments. In the future, leveraging the
powerful capabilities of artificial intelligence and large models can
transform the adjustment of the controller step size from a static,
experience-driven mode to a dynamic, adaptive intelligent optimization
mode, thereby enhancing the applicability of the system in engineering
scenarios.
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